Analysis of Partitioned Global Address Space Programs

by Amir Kamil

Research Project

Submitted to the Department of Electrical Engineering and Computer Sciences,
University of California at Berkeley, in partial satisfaction of the requirements for
the degree of Master of Science, Plan II.

Approval for the Report and Comprehensive Examination:

Committee:

Professor K. Yelick
Research Advisor

(Date)

sk kosko sk ok ok ook

Professor S. Graham
Second Reader

(Date)



Abstract

The introduction of multi-core processors by the major microprocessor vendors has brought parallel programming
into the mainstream. Analysis of parallel languages is critical both for safety and optimization purposes. In this
report, we consider the specific case of languages with barrier synchronization and global address space abstractions.
Two of the fundamental problems in the analysis of parallel programs are to determine when two statements in a
program can execute concurrently, and what data can be referenced by each memory location. We present an efficient
interprocedural analysis algorithm that conservatively computes the set of all concurrent statements, and improve its
precision by using context-free language reachability to ignore infeasible program paths. In addition, we describe a
pointer analysis using a hierarchical machine model, which distinguishes between pointers that can reference values
within a thread, within a shared memory multiprocessor, or within a network of processors. We then apply the analyses
to two clients, data race detection and memory model enforcement. Using a set of five benchmarks, we show that both
clients benefit significantly from the analyses.

1 Introduction

The introduction of multi-core processors by the major microprocessor manufacturers marks a dramatic shift in soft-
ware development: parallelism for laptops and desktop machines will no longer be hidden within a micro-architecture,
but will be exposed to higher level software. Most parallel code for small-scale machines is written using a shared
memory programming model. Though the high end is dominated by message passing, there are currently several ef-
forts to provide a global address space abstraction across shared and distributed memory machines, in which each
thread can access data on any other thread. The global address space languages include Unified Parallel C (UPC)
[13, 48], Co-Array Fortran (CAF)45], Titanium [53, 25 (based on Java?B)]), and the HPCS languages under devel-
opment by Cray (Chapelp]), IBM (X10 [42]), and Sun (Fortress3]). Analysis of these parallel languages is critical

both for safety and optimization purposes.

We present two analyses for the specific caspasfitioned global address spadBGAS) programs with barrier
synchronization. In such programs, the memory space is partitioned into multiple localities. While each thread can
access data anywhere in the global address space, access to its own locality is much faster than elsewhere. Programs
written in the PGAS model exploit this by concentrating each thread’s computation on data within its own locality.

We first introduce atinterprocedural concurrency analysighich captures information about the potential con-
currency between statements in a program. We constreari@urrency graphepresentation of a program and present
a simple algorithm that uses it to determine the set of all potentially concurrent expressions in a program. This analysis
proves too conservative, however, and we improve its precision by performing a context-free language analysis on a
modified form of the concurrency graph. We prove the correctness of both analyses and show that their total running
times are quadratic in the size of the input program.

We also present a pointer analysis that is designed for a PGAS setting. The analysis takes into account a hierarchical
machine model, in which a pointer may be valid only within a subset of processors in the hierarchy. For example, a
pointer may refer to data only within a single thread, or to data associated with any threads within an SMP node, or
to any thread in the machine. We develop a model languggm®r presenting our pointer analysis and provide a type
system for the languag@i has the essential features of any PGAS language: the ability to create references to data,
share references with other machines in the system, and dereference them for either read or wriff atstebas a
hierarchical machine model, a feature that is also available (although less general) in many PGAS languages.

We implement the analyses in a compiler for the Titanium language & single program, multiple data global
address space dialect of Java that runs on most parallel and distributed memory machines. The analyses can be used by
many clients, including locality inferenc83] and data sharing inferencg4). In this report, we consider two clients in
particular. We first use them to perfoithata race analysi§36], which can be used to report potential program errors to
application programmers. We then use the analyses to enfeemguantially consistent memory mof84)], a stronger
and more intuitive memory model than is normally provided by parallel languages. Using a set of test programs, we
demonstrate that both clients benefit significantly from the analyses.



2 Background

We implement the analyses in a compiler for the Titanium programming language, and modify two clients to leverage
the results. In this section, we present an overview of Titanium and the features relevant to the analyses. We also
discuss how the two clients can take advantage of the analyses in order to produce better results.

2.1 Titanium

Titanium is a dialect of Java and contains most of the features of Java 1.4. In addition, it provides language features
for parallel and scientific programming. These include multidimensional arrays and index spaces, immutable classes,
region-based memory allocatiof, [22], C++-style templates, operator overloading, and barrier synchronization. In
this report, we discuss only those features that are relevant to our analyses.

The Titanium compiler does not use the Java Virtual Machine model. Instead, the end target is assembly code. For
portability, Titanium is first translated into C and then compiled into an executable. In addition to generating C code to
run on each processor, the compiler generates calls to a runtime layer based on GAEMdightweight communi-
cation layer that exploits hardware support for direct remote reads and writes when possible. Titanium runs on a wide
range of platforms including uniprocessors, shared memory machines, distributed-memory clusters of uniprocessors
or SMPs, and a number of specific supercomputer architectures (Cray X1, Cray T3E, SGI Altix, IBM SP, Origin 2000,
and NEC SXB6).

2.1.1 Textually Aligned Barriers

Titanium uses a different model of parallelism than Java. Instead of having dynamically created threads, Titanium is a
single program, multiple datéSPMD) language, so the number of threads is fixed at program startup and all threads
execute the same code image.

Like many SPMD languages, Titanium hasarrier construct that forces threads to wait at the barrier until all
threads have reached it. Aiken and Gay introduced the concegttumftural correctnes$o enforce that all threads
execute the same number of barriers, and developed a static analysis that determines whether or not a program is
structurally correct], 21]. The following code is not structurally correct:

if (Ti.thisProc() % 2 == 0)
Ti.barrier(); // even ID threads
else
; /[l odd ID threads

Titanium provides a stronger guarantededtually aligned barriersnot only do all threads execute the same number
of barriers, they also execute the sat@etualsequence of barriers. Thus, both the above structurally incorrect code
and the following structurally correct code are erroneous in Titanium:

if (Ti.thisProc() % 2 == 0)
Ti.barrier(); // even ID threads
else
Ti.barrier(); // odd ID threads

The fact that Titanium barriers are textually aligned is central to our concurrency analysis: not only does it guarantee
that code before and after each barrier cannot run concurrently, it also guarantees that code immediately following two
different barriers cannot execute simultaneously.

Titanium’s type system ensures that barriers are textually aligned by making sisglefvaluedexpressionsl]].
Such expressions provably evaluate to the same value for all tAreaudsinclude the following:

e compile-time constants

1in the case of single-valued expressions of reference type, the result is not the samegistsiged and coherenSee the Titanium language
reference for detail2p].



level 1
(individual thread)

level 2
{physical address space)

level 3
(all threads)

Fig. 1: The Titanium thread hierarchy. The thin, blue arrows signify local pointers, while the thick, red arrows designate
global pointers. Global pointers may point to local data.

e program arguments
e certain library functions, such d8.numProcs() , which returns the total number of threads
e expressions that are combinations of the above

Other expressions such as those involving references and method calls can also be single-valued, the details of which
can be found in the Titanium reference man4 [

Barrier alignment can only be violated if different threads take different program paths, and any of those paths
contain a barrier. Titanium statically prevents this by requiring path forks, including conditionals, loops, and dynami-
cally dispatched method calls, to be conditioned on single-valued expressions if any of the branches contains a barrier.
This guarantees that all threads take the same branch and therefore execute the same barriers. The examples above are
erroneous: they each have branches with barrier§idthtisProc() % 2 == is not single-valued, so not all
threads take the same branch. If the condition was replaced by the single-valued exfressioRrocs() % 2
== 0, then both examples would become legal.

In addition to the existing barriers in a program, our concurrency analysis also exploits single-valued expressions
to determine which conditional branches can run concurrently. The analysis does not insert any new barriers, and it
ignores the lock-basexy/nchronized  construct of Java, which is rarely used in Titanium programs.

2.1.2 Memory Hierarchy

Titanium has a global address space abstraction, so that any thread can directly access memory on another thread. At
runtime, two threads may share the same physical address space, in which case such an access is done directly using
load and store instructions, or they may be in distinct address spaces, in which case the global access must be translated
into communication through the GASNet communication layer.

In addition to dereferencing, communication between threads can be done through the oreeadathstand
the all-to-allexchangeoperations. Local and static variables are not shared between threads, so they cannot be used
for communication.

Since threads can share a physical address space, they are arranged in the following three-level hierarchy, as shown
in Figurel:

e Level 1: an individual thread
e Level 2 threads within the same physical address space
e Level 3 all threads

In the Titanium type system, variables are implicigpbal, meaning that they can point to a location on any thread
(level 3). A programmer can restrict a variable to only point within a physical address space (level 2) by qualifying
it with thelocal  keyword. In Figurel, the thin (blue) pointers are local, while the thick (red) pointers are global.
Titanium allows downcasts between global and local, but they only succeed if the actual location referenced is within
the same physical address space as the executing thread. In Eigutewncast ofvto local would succeed, since the



referenced memory is on the same thread, while a downcgstvwoiuld fail. Our analysis takes advantage of existing
downcasts in a program in determining what variables must reference data in the same address space.

The Titanium type system does not separate levels 1 and 2 of the hierarchy. The distinction between 1 and 2 is
important for both race detection and sequential consistency enforcement, since references to level 1 values on different
threads cannot be to the same location. Sequential consistency enforcement can also benefit from the distinction
between levels 2 and 3 by using cheaper barriers if a memory access on one thread can only conflict with an access
from another thread in the same physical address space, though we do not use this here. Locality analysis can also
benefit from this distinction, as shown§B.4.1

Theoretically, we could perform a two-level analysis twice to obtain a three-level analysis, but as sii@u813n
the three-level analysis we have implemented is much more efficient. Thus, we would like a pointer analysis that
accounts for all levels in the hierarchical distribution of Titanium threads. Our analysis is general enough to handle an
arbitrary number of levels, which could be useful for systems and languages with more than three levels.

2.2 Applications

We evaluate our analyses by applying them to two clients, static race detection and enforcement of sequential consis-
tency. Both clients require concurrency and pointer analyses in order to be effective.

2.2.1 Static Race Detection

In parallel programs, data raceoccurs when multiple threads access the same memory location, at least one of the
accesses is a write, and the accesses can occur concurB&htipqta races often correspond to programming errors

and potentially result in non-deterministic runtime behavior. Concurrency analysis can determine which accesses can
occur concurrently, and pointer analys#$ §an determine which accesses are to the same location.

2.2.2 Sequential Consistency

For a sequential program, compiler and hardware transformations must not violate data dependencies: the order of
all pairs of conflicting accesses must be preserved. Two memory acoessbst if they access the same memory
location and at least one of them is a write. The execution model for parallel programs is more complicated, since
each thread executes its own portion of the program asynchronously and there is no predetermined ordering among
accesses issued by different threads to shared memory locations. A memory consistency model defines the memory
semantics and restricts the possible execution order of memory operations.

Titanium’s memory consistency model is defined in the language specificagprere are some informal prop-
erties of the Titanium model.

1. Locally sequentially consistent:All reads and writes issued by a given thread must appear to that thread to
occur in exactly the order specified. Thus, dependencies within a thread must be observed.

2. Globally consistent at synchronization eventsAt a global synchronization event such as a barrier, all threads
must agree on the values of all the variables. At a non-global synchronization event, such as entry into a critical
section, the thread must see all previous updates made using that synchronization event.

Henceforth, we will refer to the Titanium memory consistency model aselhged model

A simpler memory modelsequential consistengis the most intuitive for the programmer. The sequential con-
sistency model states that a parallel execution must behave as if it were an interleaving of the serial executions by
individual threads, with each individual execution sequence preserving the program3gjder [

An easy way to enforce sequential consistency is to insert memory barriers after each shared memory access. This
forbids all reordering of shared memory operations, preventing optimizations such as prefetching and code motion
and resulting in an unacceptable performance penalty. Various techniques, sycteatetectiofid4, 29], have been
proposed to minimize the number of barriersdetay setrequired to enforce sequential consistency. Our prior work
with Su and Yelick, however, has shown that the delay set can be precisely approximated by inserting memory barriers
around each memory access that may be part of a race condfipn |



bar: foo:
bar: foo:
entry
entry I /
l ‘ call foo ()
foo ()
1 foo () return —
exit !
— exit

Fig. 2: Construction of the interprocedural control flow graph of a program from the individual method flow graphs.

3 Concurrency Analysis

A precise knowledge of the set of concurrent statements in parallel programs is fundamental to many analyses and
optimizations. In this section, we develop a basic analysis to determine this set. We then improve on its results by only
considering program paths that can occur at runtime.

3.1 Analysis Background

Our concurrency analyses do not operate directly on Titanium program’s source code, but on a graph representation of
a reduced form of the program, in order to simplify both the theory and implementation of the analyses.

3.1.1 Intermediate Language

We operate on amtermediate languag¢hat allows the full semantics of Titanium but is simpler to analyze. In
particular, we rewrite dynamic dispatches as conditionals. Axdalb() , wherex is of typeAin the class hierarchy

class A {
void foo() { ... }

}

class B extends A {
void foo() { ... }

}

gets rewritten to

if ([type of x is A])
x.A$foo();

else if (ftype of x is B])
x.B$foo();

We also rewriteswitch  statements and conditional expressions?.... : ...) as conditionalf ... else
statements.

3.1.2 Control Flow Graphs

The concurrency algorithms are whole-program analyses that operatecmrera flow grapithat represents the flow
of execution in a program. Nodes in the graph correspond to expressions in the program, and a directed edge from one
expression to another occurs when the target can execute immediately after the source.

The Titanium compiler produces an intraprocedural control flow graph for each method in a program. We modify
each of these graphs to model transfer of control between methods by splitting each method invocation node into a



Algorithm 3.3.
ConcurrencyGraph(P : program) : graph
1. LetG be the interprocedural control flow graph®f as described i3.1.2
2. For each conditional’ in P {
3. If C'is not a single conditional:
4. Add a cross edge far' in G.
5. } /1 End for (2).
6. For each barrieB in P:
7. Delete the node faB and its adjacent edges frof
8. ReturnG.

Fig. 3: Algorithm3.3computes the concurrency graph of a program by inserting cross edges into its control flow graph
and deleting all barriers.

call node and a return node. The incoming edges of the original node are attached to the call node, and the outgoing
edges to the return node. An edge is added from the call node to the target method’s entry node, and from the target
method’s exit node to the return node. Fig@rdustrates this procedure. We also add edges to model interprocedural
control flow due to exceptions.

3.2 Basic Analysis

Titanium'’s structural correctness allows us to develop a simple graph-based algorithm for computing concurrent ex-
pressions in a program. The algorithm specifically takes advantage of Titanium’s textually aligned barriers and single-
valued expressions. The following definitions are useful in developing the analysis:

Definition 3.1 (Single Conditional). A single conditionals a conditional guarded by a single-valued expression.

Since a single-valued expression provably evaluates to the same result on all threads, every thread is guaranteed
to take the same branch of a single conditional. A single conditional thus may contain a barrier, since all threads are
guaranteed to execute it, while a non-single conditional may not.

Definition 3.2 (Cross Edge) A cross edgén a control flow graph connects the end of the first branch of a conditional
to the start of the second branch.

Cross edges do not provide any control flow information, since the second branch of a conditional does not execute
immediately after the first branch. They are, however, useful for determining concurrency information, as shown in
Theorem3.4.

In order to determine the set of concurrent expressions in a program, we constomtiuarency graplG of the
programP by inserting cross edges in the interprocedural control flow graph fafr every non-single conditional
and deleting all barriers and their adjacent edges. Algorét@in Figure 3 illustrates this procedure. The algorithm
runs in time Qn), wheren is the number of statements and expressiorg,isince it takes Q) time to construct the
control flow graph of a program. The control flow graph is very sparse, containing ¢nlye@ges, since the number
of expressions that can execute immediately after a particular expredsioanstant. Since at mostcross edges are
added to the control flow graph and at mostPbarriers and adjacent edges are deleted, the resulting gtaphlso
of size in Qn).

The concurrency grap& allows us to determine the set of concurrent expressions using the following theorem:

Theorem 3.4. Two expressiona and b in P can run concurrently only if one is reachable from the other in the
concurrency grapl@.

In order to prove Theorerd.4, we require the following definition:

Definition 3.5 (Code Phase)Thecode phasef a barrier is the set of expressions that may execute after the barrier
but before hitting another barrier, including itself



B1l: Ti.barrier();

L1: inti = 0

L2: int j = 1

L3: if (Ti.thisProc() < 5)

L4: j += Ti.thisProc();

LS. if (Ti.numProcs() >= 1) { COdglp has?_l 2 Lestf;eTg ntsé L8, L9
L6: i = Ti.numProcs(); 55 L7‘L9' L
B2: Ti.barrier(); B3 le

L7: j+=1;

L8 }else {j+=1;}

L9: i = broadcast j from O;

B3: Ti.barrier();

L10: j += 1i;

Fig. 4: The set of code phases for an example program.

Algorithm 3.7.

ConcurrentExpressiong P : program) : set

. Letconcur « 0.

. LetG « ConcurrencyGraph(P) [Algorithm 3.3).

. For each accessin P {

Do a depth first search @r starting froma.

For each expressidireached in the search:
Insert(a, b) into concur.

.}/ End for (3).

. Returnconcur.

ONOUTAWNPE

Fig. 5: Algorithm3.7 computes the set of all pairs of concurrent expressions in a given program.

Figure 4 shows the code phases of an example program. Since each code phase is preceded by a barrier, and
each thread must execute the same sequence of barriers, each thread executes the same sequence of code phases. This
implies the following:

Lemma 3.6. Two expressionaandb in P can run concurrently only if they are in the same code phase.

Using Lemma3.6, we can prove Theore@4. Details are ifA.1.1

By Theoren3.4, in order to determine the set of all pairs of concurrent expressions, it suffices to compute the pairs
of expressions in which one is reachable from the other in the concurrency Gratis can be done efficiently by
performing a depth first search from each expressiof.iRlgorithm 3.7 in Figure5 does exactly this. The running
time of the algorithm is dominated by the depth first searches, each of which tékgsi®e, sinceG has at most
nodes and (1) edges. At most searches occur, so the algorithm runs in tin{@%).

3.3 Feasible Paths

Algorithm 3.7 computes an over-approximation of the set of concurrent expressions. In particular, due to the nature
of the interprocedural control flow graph constructed3nl.2 the depth first searches in Algorithga7 can follow
infeasible pathspaths that cannot structurally occur in practice. Fighilustrates such a path, in which a method is
entered from one context and exits into another.

In order to prevent infeasible paths, we follow the procedure outlined by Ré&hsvife label each method call
edge and corresponding return edge with matching parentheses, as shown i Hicaale path then corresponds to a
string of parentheses composed of the labels of the edges in the path. A path is then infeasible, if in its corresponding
string, an open parenthesis is closed by a non-matching parenthesis.

2A statement can be in multiple code phases, as is the case for a statement in a method called from multiple contexts.



bar: foo: baz:
_———— -——

1
[ I ’,vlentry,
N L :
r___L___.l _- 1
1 call foo () :” | ¥ call foo ()
I
... r
foo () return leq=- _~foo() return)
- |___ ——— -
l \ 1 s -l
1= === -7 == ==
] exit -~ } [

Fig. 6: Interprocedural control flow graph for two calls to the same function. The dashed path is infeasible, since
foo() returns to a different context than the one from which it was called. The infeasible path corresponds to the
unbalanced string[}".

bar: foo: bar: foo:
=== ===
[ [ _ventry [ entry
I--l-- f” I--I-- L / l
r-——=—=--- L 1
1 call foo () :" oo call foo () .
e 1 1
| I 1 r-——=—=-=-- 1 L

foo () return le o= 1foo () return:v\ e q=-
| e e e e = = So
l \ 1 l \\\ l
| I ~ | I
] exit o ) SN oexit |

Fig. 7: Feasible paths that correspond to unbalanced strings. The dashed path on the left corresponds to a method call
that has not yet returned, and the one on the right corresponds to a path that starts in a method call that returns.

Itis not necessary that a path’s string be balanced in order for it to be feasible. In particular, two types of unbalanced
strings correspond to feasible paths:

e A path with unclosed parentheses. Such a path corresponds to method calls that have not yet finished, as shown
in the left side of Figuré'.

e A path with closing parentheses that follow a balanced prefix. Such a string is allowed since a path may start in
the middle of a method call and corresponds to that method call returning, as shown in the right side of Figure
7.

Determining the set of nodes reach&haleing a feasible path is the equivalent of performing context-free language
(CFL) reachability on a graph using the grammar for each pair of matching parenthesad),. CFL reachability
can be performed in cubic time for an arbitrary gramnddl.[Algorithm 3.7 takes only quadratic time, however, and
we desire a feasibility algorithm that is also quadratic. In order to accomplish this, we develop a specialized algorithm
that modifies the concurrency graphand the standard depth first search instead of using generic CFL reachability.

At first glance, it appears that a method must be revisited in every possible context in which it is called, since the
context determines which open parentheses have been seen and therefore which paths can be followed. However, as
shown in§A.1.2, the set of expressions that can be executed in a method call is the same regardless of context. This
implies that the set of nodes reachable along a feasible path in a program’s control flow graph is also independent of
the context of a method call, with two exceptions:

¢ If a method call can complete, then the nodes after the call are reachable from a point before the call.

3In this section, we make no distinction betweeachableandreachable without hitting a barriefThe latter reduces to the former if all barrier
nodes are removed from each control flow graph.



Algorithm 3.8.
ComputeBypasse&P : programGh, . .., Gk : intraprocedural flow graph) : set
. Letchange < true.
. Letmarked «— (.
. While change = true {
change «— false.
Setvisited(u) «— false for all nodesu in Gy, ..., Gk.
For each method in P {
If f & marked andCanReach(entry(f), exit(f), Gy, marked) {
marked — marked U {f}.
change «— true.
10. } /1 End if (7).
11. }// End for (6).
12. } // End while (3).
13. Returnmarked.

[EEY
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14. Procedur€anReach(u,v : vertex,G : graph,marked : method sét: boolean:
15. Setvisited(u) <« true.

16. Ifu=w:

17. Returnirue.

18. Else Ifu is a method call to functiop andg ¢ marked:

19. Returnfalse.

20. Foreachedge:,w) € G {

21. If visited(w) = false andCanReach(w, v, G, marked):
22. Returntrue.

23. } /I End for (20).

24. Returnfalse.

Fig. 8: Algorithm3.8 uses each method’s intraprocedural control flow gra&p)) fo determine if its exit is reachable
from its entry.

e If no context exists, such as in a search that starts from a point within a mgthbdn all nodes that can be
reached from the return node of any method calf &re reachable.

The second case above can easily be handled by visiting a node twice: @aradcontext, and again in no context.
The first case, however, requires adding bypass edges to the control flow graph.

3.3.1 Bypass Edges

Recall that the interprocedural control flow graph was constructed by splitting a method call into a call node and a
return node. An edge was then added from the call node to the target method’s entry, and another from the target's
exit to the return node. If the target's exit is reachable (or for our purposes, reachable without hitting a barrier) from
the target’s entry, then addingogpass edgthat connects the call node directly to the return node does not affect the
transitive closure of the graph.

Computing whether or not a method’s exit is reachable from its entry is not trivial, since it requires knowing
whether or not the exits of each of the methods that it calls are reachable from their entries. Al@oBithihigure8
computes this by continually iterating over all the methods in a program, marking those that can complete through an
execution path that only calls previously marked methods, until no more methods can be marked. In the first iteration
of loop 3, it only marks those methods that can complete without making any calls, or equivalently, those methods that
can complete using only a single stack frame. In the second iteration, it only marks those that can complete by calling
only methods that don’t need to make any calls, or equivalently, those methods that can complete using only two stack



Algorithm 3.9.

FeasibleSearckw : vertex,G : graph) : set
1. Letvisited < 0.

Lets « 0.

Call FeasibleDF S(v, G, s, visited).

Returnvisited.

PO

5. Procedurdeasible DF S (v : vertex,G : graph,s : stack,visited : sef):
6. Ifs=0{
7 If no_context_mark(v) return.
8 Setno_context_-mark(v) «— true.
9. }//Endif (6).
10. Else{
11. If context-mark(v) return.
12. Setcontext_mark(v) « true.
13. }// End else (10).
14. wvisited — visited U {v}
15. Foreachedg@,u) € G {
16. Lets’ « s.
17. If label (v, u) is a close symbol ansl # 0 {

18. Leto — pop(s’).

19. If label (v, u) does not match:

20. Skip to next iteration of 15.

21.  }//Endif (17).

22. Else iflabel (v, u) is an open symbol:
23. PusHabel(v,u) ontos’.

24, CallFeasibleDF S(u, G, s').
25. }//End for (15).

Fig. 9: Algorithm 3.9 computes the set of nodes reachable from the start node through a feasible path.

frames. In general, a method is marked in dteiteration if it can complete using and no less thai) stack frames
As shown in§A.1.3, Algorithm 3.8 marks all methods that can complete using any number of stack frames.
Algorithm 3.8requires quadratic time to complete in the worst case. Each iteration of loop 3 visits at nomigs.
Only £ iterations are necessary, whéres the number of methods in the program, since at least one method is marked
in all but the last iteration of the loop. The total running time is thi$:© in the worst case. In practice, only a small
number of iterations are necessargnd the running time is closer to(@).
After computing the set of methods that can complete, it is straightforward to add bypass edges to the concurrency
graphG: for each method cadl, if the target ofc can complete, add an edge frarto its corresponding method return
r. This can be done in time @).

3.3.2 Feasible Search

Once bypass edges have been added to the grapimodified depth first search can be used to find feasible paths.

A stack of open but not yet closed parenthesis symbols must be maintained, and an encountered closing symbol must
match the top of this stack, if the stack is nonempty. In addition, as noted above, the modified search must visit each
node twice, once in no context and oncesamecontext. Algorithm3.9in Figure9 formalizes this procedure, and we

prove that it does not follow infeasible paths§ify.1.4.

4Note that just because a method only requires a fixed number of stack frames doesn’t mean that it can complete. A method may contain an
infinite loop, preventing it from completing at all, or barriers along all paths through it, preventing it from completing without executing a barrier.
Algorithm 3.8does not mark such methods.

5Even on the largest example we tries45,000 lines of user and library code, 1226 methods), Algorish@required only five iterations to
converge.

10



Algorithm 3.10.
FeasibleConcurrentExpressiongP : program) : set
. LetG « ConcurrencyGraph(P) [Algorithm 3.3].
. For each method in P {
Construct the intraprocedural flow gra@gh of f.
For each barrieB in f {
DeleteB from G .
} /1 End for (4).
. } I/ End for (2).
. Letbypass «— ComputeBypassegP, G, ..., Gy) [Algorithm 3.8].
. For each method call and return pair- in P {
10. If the targetf of ¢, r is in bypass:
11. Add an edgéc, r) to G.
12. } // End for (9).
13. For each expressianin P {
14. Letvisited «— FeasibleSearcla, G) [Algorithm 3.9].
15. For each expressidne visited:
16. Insert(a, b) into concur.
17. } I/ End for (13).
18. Returrconcur.

A

©C®NO U A WN

Fig. 10: Algorithm3.10computes the set of all concurrent expressions that can feasibly occur in a given program.

SinceG contains bypass edges and AlgoritBr visits each node both in some context and in no context, it finds
all nodes that can be reachable in a feasible path from the source. Since it visits each node at most twice, it runs in
time Q(n).

3.3.3 Feasible Concurrent Expressions

Putting it all together, we can now modify AlgorithB17 to find only concurrent expressions that are feasible. As
in Algorithm 3.7, the concurrency grap&y must first be constructed. Then the intraprocedural flow graphs of each
method must be constructed, Algoriti818 used to find the methods that can complete without hitting a barrier, and
the bypass edges inserted iffo Then Algorithm3.9 must be used to perform the searches instead of a vanilla depth
first search. Algorithn8.10in Figurel10illustrates this procedure.

The setup of Algorithn8.10calls Algorithm3.8, so it takes Qkn) time. The searches each take time im® and
at mostn are done, so the total running time is irff/@ + n?) = O(n?), quadratic as opposed to the cubic running
time of generic CFL reachability.

4 Pointer Analysis

Given a program, it is useful to know the locations that each variable and memory location can reference. We would
like to produce a points-to analysi] [in order to produce this information.

4.1 Analysis Background

We define a machiffehierarchy and a simple language as the basis of our analysis. This allows the analysis to be
applied to languages besides Titanium, and it avoids language constructs that are not crucial to the analysis. While the
language we use is SPMD, the analysis can easily be extended to other models of parallelism, though we do not do so
here.

5Throughout this report, we will useachinenterchangeably wittthread
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level 1
(thread local)

level 2

(grid world)

Fig. 11: A possible machine hierarchy with four levels. The width of arrows and their labels indicate the hierarchy
distance between the endpoints.

' n: int I' b newy7 : ref1 7
D(z)=r7
n = integer literals 'z :7r1
x = variables 'k e: refy, 7
T n=1int |ref, T (types) I' b xe : expand(r,n)
e m=n|z|new 7| xe|convert(e,n) LFe:refnt
| transmit e; from e | e1; e I' - convert(e,m) : ref, T
|z:=¢|er — ea (expressions) Lhe:r I'Fe:int
I' b transmit e; fromes : expand(T,h)
I''Fei:n ke :m
Fig. 12: The syntax of th&i language. T F ees : m
;. , 'e:7 INz)=1
expand(T,n) = {refmm(mm) Torr= ]:”efmT 'kzi=e: 7
T otherwise ke :refpnm ' ex : 7 robust(r,n)

false if T =ref,, 7 A m<n ThFe «—es: T
true  otherwise I'ke:ref,7 n<m
I'te: ref,, 7

robust(r,n) = {

Fig. 13: Type manipulating functions. Fig. 14: Type checking rules.

4.1.1 Machine Structure

Consider a set of machines arranged in an arbitrary hierarchy with the machines as leaves, such as thatldf Figure
A machinecorresponds to a single execution stream within a parallel program, and for the purposes of our analysis,
we ignore physical address spaces. Each machine has a correspoaditige numbeiThedepthof the hierarchy is

the number of levels it contains. Thiéstancebetween machines is equal to the level of the hierarchy containing their
least common ancestor. A pointer on a machinéas a correspondingidth, and it can only refer to locations on
machines whose distance framis no more than the pointer’s width.

4.1.2 Language

Our analysis is formalized using a simple language, caliethat illustrates the key features of the analy3ids a
generalization of the language used by Liblit and Aiken in their work on locality infere3®je l[ike Titanium, Ti

uses a SPMD model of parallelism, so that all machines execute the same program text. The height of the machine
hierarchy is known statically, and we will refer to it asrom here on. References thus can have any width in the range

[1, h).
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Machine 0 Machine 1

Machine 0 Machine 1
Y. ref, 1 —
ref, 7
1 \2\ Z. ref, 1
X ref, ref, t /:tlj T 1\.D.;—
2
*X. ref, t

Fig. 16: The assignment < z is forbidden, since the
Fig. 15: Dereferences may require width expansion. location referred to by can only hold pointers of width
The arrow labels correspond to pointer widths. 1 but requires a pointer of width 2 to refer 1o

The syntax ofTi is summarized in Figurgé2. Types can be integers or reference types. The latter are parameterized
by a widthn, in the rang€1, h]. Expressions iffi consist of the following

e integer literals{)

e variables £). We assume a fixed set of variables of predefined type. We also assume that variables are machine-
private.

o reference allocationséw; 7). The expressionew; 7 allocates a memory cell of typeand returns a reference
to the cell. Each allocation site has a unique ldbel

e dereferencing+e)

e type conversionscponvert(e,n)), which widen or narrow the width of an expression, converting its type from
ref,, Ttoref,, 7.

e communicationfransmit e; from es). The expressioiransmit e; from e; evaluateg; on machine:; and
transmits the result to all other machines.

e sequencingd; es)
e assignment to variables (= ¢)
e assignment through references ¢ e3). In ey « es, e5 is written into the location referred to lay.

For simplicity, Ti does not have conditional statements. Since the analysis is flow-insensitive, conditionals are not
essential to it.

The type checking rules fdFi are summarized in Figurg4. The rules for integer literals, variables, sequencing,
and variable assignments are straightforward.

The allocation expressionew; 7 produces a reference typef; = of width 1, since the allocated memory is
guaranteed to be on the machine that is performing the allocation. Pointer dereferencing is more problematic, however.
Consider the situation in Figurks, wherexz on machine 0 refers to a location on machine 0 that refers to a location
on machine 1. This implies that has typeref; refs 7. The result ofxz should be a reference to the location on
machine 1, so it must have typefs 7. In general, a dereference of a value of typ€, ref, 7 produces a value of
typerefmaz(a,b) T.

The convert expression allows the top-level width of an expression to be up or downcast. Upcasts are rarely
used due to the subtyping rule below. A programmer can use downcasts to inform the compiler that the reference is
to data residing on a machine closer than the original width, such as after a dynamic check that this is the case. The
resulting type is the same as the input expression, but with the provided top-level width.

In thetransmit  expression, if the value to be communicated is an integer, then the resulting type is still an
integer. If the value is a reference, however, the result must be promoted to the maximurh,\sidtte the relationship
between source and destination is not statically known.
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The typing rule for the assignment through reference expression is also nontrivial. Consider the cagehabere
typerefs ref; 7, as in Figurel6. Should it be possible to assigngavith a value of typeref; 7? Such a value must
be on machine 0, but the location referred toabis on machine 1. Since that location holds a value of tygg 7,
it must refer to a location on machine 1. Thus, the assignment should be forbidden. In general, an assignment to a
reference of typeef, ref, 7 should only be allowed if < b.

There is also a subtyping rule that allows for implicit widening of a reference. Subsumption is only allowed for the
top-level width of a reference.

As in the approach of Liblit and Aiken3pB], we define arexpand function and arobust predicate to facilitate
type checking. Thexzpand function widens a type when necessary, andrile.st predicate determines when it is
legal to assign to a reference. These functions are shown in Figure

The operational semantics ©fare provided ir§B.1.

4.2 Abstract Interpretation

We now present a pointer analysis for flidanguage. So that we can ignore any issues of concurrency and also for
efficiency, our analysis is flow-insensitive. We only define the analysis on the single machirginceTi is SPMD,
the results are the same for all machines.

4.2.1 Semantic Domains

We use the following semantic domains in our analysis:

M (the set of machines)
H=1{1,..,h} (the set of possible widths)
A (the set of local addresses)
Id (the set of identifiers)
N (the set of integer literals)
Var =M x Id (the set of variables)
L (the set of allocation site labels)
T (the set of all types)
G=LxMxA (the set of global addresses)
V=NUG (the set of values)
Store = (GUVar) -V (the contents of memory)
Ezxp (the set of all expressions)

We use the following conventions for naming elements of the above domains:

mée M (a machine)

veV (a value)

o € Store (a memory state)
ac€A (a local address)

lelL (alabel)
g=(,m,a) €G (a global address)
e€ Exp (an expression)

We definehier(m, m’) to be the distance between two machineandm’'.
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4.2.2 Concrete Domain

Since our analysis is flow-insensitive, we need not determine the concrete state at each point in a program. Instead,
we define the concrete state over the whole program. Since we are doing pointer analysis, we are only interested in
reference values, and since a location can contain different values over the lifetime of the program, we must compute
the set of all possible values for each memory location and variable on maahiftee concrete state thus maps each
memory location and variable to a set of memory locations, and it is a member of the ddfainN G+ 1d) — P(G).

4.2.3 Abstract Domain

For our abstract semantics, we defineabstract locationto correspond to the abstraction of a concrete memory
location. Abstract locations are defined relative to a particular machinen abstract location relative to machine

is a member of the domain,, = L x H —itis identified by both an allocation site and a hierarchy width. An element
ay of A, is subsumed by another elememntif a; andas have the same allocation site, amghas a higher width
thana;. The elements ofl,,, are thus ordered by the following relation:

(I,n1) E (I,n2) <= n1 < ng

The ordering thus has height ().
We defineR C P(A,,) to be the maximal subset #f(4,,,) that contains no redundant elements. An elenseist
redundantf:

dr,yeS.eCy AN x#y

In other words S is redundant if it contains two related elementsigf, such that one subsumes the other.
An elementS € R can be represented by ardigit vectoru, wheren = |L| and the digits are in the rand ).
The vector is defined as follows:
o if (1;,7) € 9,
uli) = {.7 (li;5) €

0 otherwise

The vector has a digit for each allocation site, and the value of the digit is the width of the abstract locéftion in
corresponding to the site, or O if there is none.
We use the following Hoare ordering on elementgiof

S1CSy<=VreS.dyeSraly

The elemenfs is subsumed by; if every element inS; is subsumed by some element3s In the vector represen-
tation, the following is an equivalent ordering:

Si C Sy <= Vi € {1, ..., |L|}. w1 (6) < us(d)

In this representationS; is subsumed by if each digit in.S; is no more than the corresponding digit3s. The
ordering relation induces a lattice with minimal element corresponding {6) = 0, and a maximal element corre-
sponding tou(¢) = h. The maximal chain betweeh and T is derived by increasing a single vector digit at a time
by 1, so the chain has height |L| + 1. The height of the lattice is thus @(h - |L]|).

We now define a Galois connection betwé@{z) and R as follows:

Ym(S) = {(l,m/,a) | (I,n) € S A hier(m,m’) < n}
Oém(C) = l_I{S | CcCE Vm(s)}

The concretization of an abstract locati@nn) with respect to machine: is the set of all concrete locations with
the same allocation site and located on machines that are atmnawey fromm. The abstraction with respect to
of a concrete locatiofil, m’, a) is an abstract location with the same allocation site and width equal to the distance
betweenm andm/'.

Finally, we abstract the concrete domé&its' to the following abstract domain, which maps abstract locations and
variables tgpoints-to set®f abstract locations:
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AS = (An+1d)— R

An elemento 4 of AS is subsumed by, if the points-to set i 4 is subsumed by the set irf, for each element in
(A, + Id) . The elements ofAS are therefore ordered as follows:

o4 Coly<=Vre(A,+Id).oa(z) Coy(x)

The resulting lattice has height@®(h - |L|- (|A., | +11d])) = O(h-|L|- (h-|L|+]|Id])). Since the number of allocation
sites and identifiers is limited by the size of the input proganthe height is irO(h? - |P|?).

4.2.4 Abstract Semantics

For each expression ifi, we provide inference rules for how the expression updates the abstract stdtee judg-
ments are of the fornde,04) | (S, 0’4), which means that expressienin abstract state 4 can refer to the ab-
stract locationsS and results in the modified abstract statg We use the notatiosi[g := v] to denote the function
Az.if © = g thenv else o(x). Most of the rules are derived directly from the operational semantics of the language,
provided ingB.1.

The rules for integer and variable expressions are straightforward. Neither updates the abstract state, and the latter
returns the abstract locations in the points-to set of the variable.

(n,o4) I (0,04) (z,04) § (0a(2),04)
An allocation returns the abstract location corresponding to the allocation site, with width 1.

(new; Tyo4) 4 {1, 1)}, 04)

The rule for dereferencing is similar to the operational semantics rule, except that all source abstract locations are
simultaneously dereferenced.

(e.04) I (S,0%)
(xe,04) I (Upes oa (D), 0%4)
The rule for sequencing is also analogous to its operational semantics rule.
(e1,04) U (S1,0%)  (e2,0%) I (S2,0%)
<€1; 62,UA> N3 <52,Jx>
The rule for variable assignment merely copies the source abstract locations into the points-to set of the target variable.

<670A> 4 (S, 014)
(x:=e,04) | (S, 0]z =y (x)US])

The type conversion expression can only succeed if the result is within the specified hierarchical distance, so it narrows
all abstract locations that are outside that distance.

<670A> U <Sa O'f4>
(convert(e,n),o4) | ({(I,min(k,n)) | (l,k) € S},d4)

The SPMD model of parallelism ifii implies that the source expression of th@nsmit  operation evaluates to

abstract locations with the same labels on both the source and destination machines. The distance between the source
and destination machines, however, is not statically known, so the resulting abstract locations must be assumed to have
the maximum width.

<62aUA> 3 <52a0—14> <61a0—14> 3 <51,0x>
(transmit e; fromes,o4) | ({([,h) | (I,m) € S1},0%)
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Machine O Machine 1 Machine 2

X X

N \{2.2) N2
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~L ~L ~
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~

Fig. 17: The assignment < y on machine 0 results in the abstract locatisn 2) being added to the points-to set of
(I1,1), as shown by the first dashed arrow. The assignment on machine 1 results in the abstract(lacajiteing

added to the points-to set @fi, 2), as shown by the second dashed arrow. The assignment must also be accounted for
on the rest of the machines. (Abstract locations in the figure are with respect to machine 0.)

The rule for assignment through references is the most interesting. Suppose an abstractpeaiibn?2) is assigned
into an abstract location; = (I3, 1), as in Figurel7. Of course, we have to add to the points-to set of;. In
addition, sinceTi is SPMD, we have to account for the effect of the same assignment on a different machine. Consider
the assignment on machin€, wherehier(m, m') = 2. The locatiornu; relative tom corresponds to a locatiar] =
(11, 2) relative tom’. The locatior, can correspond to a concrete locationefh so its abstraction can g = (I3, 1)
relative tom’. But it can also correspond to a concrete locatiomshwherehier(m, m”) = hier(m’,m") = 2,
so its abstraction can also b§ = (I, 2). But sincea}, C df, it is sufficient to assume that corresponds ta; on
m’. From the point of view ofn’ then, the abstract locatidi, 2) should be added to the points-to set of the location
(lla 2)

In general, whenever an assignment occurs f(tymns) to (11,741 ), we have to update not only the points-to set
of (I1,n1) but the sets of all locations corresponding to lahednd of any width. Ir§B.2, we show that the proper
update is to add the locatidi,, max(n}, n1,n2)) to the points-to set of each locatigh, »} ). The rule is then

<€170A> i3 <51,Uﬁ4> <€27U£4> \ <S270£4>
(e1 — ea,04) | (Sa, update(a’y, S1,S2))

with update defined as

update(o, S1,52) =
Mi,nl) i Lx H .
J((ll,nll)) ] {(lg,max(nll,nl,ng)) ’ (ll,nl) c 51 A\ (lg,ng) c 52}

4.2.5 Algorithm

The set of inference rules, instantiated over all the expressions in a program and applied in some arbitrary order
composes a functiof’ : AS — AS. Only the two assignment rules affect the input state and in both rules, the
output consists of a least upper bound operation involving the input state. As a Fesuit, monotonically increasing
function, and the least fixed point &f, £, = U, F™(A\x. (), is the analysis result.

The functionF” has a rule for each program expression, so it takes tir if?|) to apply i, whereP is the input
program. Since the lattice ovelrS has height irD(h? - | P|?), it takes time inO(h? - | P|?) to compute the fixed point
of F'. The running time of the analysis is thus cubic in the size of the input program and quadratic in the height of the
machine hierarchy.

Since the analysis is flow-insensitive, the order of application is not important.
8We ignore the cost of the join operations here. In practice, points-to sets tend to be small, so the cost of joining them can be neglected.
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Fig. 18: Number of data races detected at compile-time.

5 Evaluation

We evaluate our concurrency and pointer analyses using two clients: static race detection and enforcing sequential
consistency at the language/compiler level. We use the following set of benchmarks for our evaluation:

amr [51] (7581 lines) Chombo adaptive mesh refinement s&itén[ Titanium.

gas [9] (8841 lines): Hyperbolic solver for a gas dynamics problem in computational fluid dynamics.

ft [17] (1192 lines): NAS Fourier transform benchmaikin Titanium.

cg [17] (1595 lines): NAS conjugate gradient benchmafkif Titanium.
e mg[17] (1952 lines): NAS multigrid benchmarkTin Titanium.

The line counts for the above benchmarks underestimate the amount of code actually analyzed, since all reachable
code in the 37,000 line Titanium and Java 1.0 libraries is also processed.

5.1 Static Race Detection

Using our concurrency and pointer analyses, we built a compile-time data race analysis into the Titanium compiler.

Static information is generally not enough to determine with certainty that two memory accesses compose a race, so

nearly all reported races are false positives. (The correctness of the concurrency and pointer analyses ensure that no

false negatives occur.) We therefore consider a race detector that reports the fewest races to be the most effective.
Figure18 compares the effectiveness of five levels of race detection:

e sharing: Type-based alias analysis and Liblit and Aiken’s sharing infereBdgdre used to detect potential
races.

e concur: Our basic concurrency analysk3(2) is used to eliminate non-concurrent races.
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Static Fences in Sequentially Consistent Versions
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Fig. 19: Number of memory barriers generated at compile-time.

o feasible Our feasible paths concurrency analy$i3.9) is used to eliminate non-concurrent races.
o feasible+AAL A single-level pointer analysis is used to eliminate false aliases.
o feasible+AA3 A three-level pointer analysis is used to eliminate false aliases.

The results show that the concurrency and pointer analyses can eliminate most of the races reported by our detector.
None of the benchmarks benefit significantly from the basic concurrency analysis, but the feasible paths version
significantly reduces the number of races found in two of the benchmarks. The addition of pointer analysis removes
most of the remaining races, with a three-level analysis providing significant benefits over a one-level analysis.

5.2 Sequential Consistency

In order to enforce sequential consistency in Titanium, we insert memory barriers where required in an input program.
These memory barriers can be expensive to execute at runtime, potentially costing an entire roundtrip latency for a
remote memory access. The memory barriers also prevent code motion, so they directly preclude many optimizations
from being performed. The static number of memory barriers generated provides a rough estimate for the amount of
optimization prevented, but the affected code may actually be unreachable at runtime or may not be significant to the
running time of a program. We therefore additionally measure the dynamic number of memory barriers hit at runtime,
which more closely estimates the performance impact of the inserted memory barriers. Finally, we measure the actual
running time of each benchmark on two platforms:

e jacquard.nersc.gov : An Opteron cluster running Linux, with two processors per node clocked at 2.2GHz
and an Infiniband network. Benchmarks were run on four nodes, using one thread per node.

e bassi.nersc.gov : A Powerb cluster running AlX, with eight processors per node clocked at 1.9GHz and
an IBM Federation network. Benchmarks were run on one node, using four threads, each in its own physical
address space.

Execution time is compared to a version of each benchmark compiled using Titanium'’s default relaxed memory model.
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Fig. 20: Average number of memory barriers executed at runtime. Benchmarks wergauaquerd.nersc.gov
using four processors.

Running Time on Jacquard (4 Nodes, 4 Processors)
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Fig. 21: Execution time ojacquard.nersc.gov using four processors, compared to a relaxed consistency ver-

sion of the code.
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Fig. 22: Execution time obassi.nersc.gov using four processors, compared to a relaxed consistency version of

the code.

Figure19 compares the number of memory barriers generated for each program using the five different levels of
analysis above, with an additional base level of analysis:

e naive: Fences are inserted around all heap accesses.

Figure20 compares the resulting dynamic counts at runtime, and Fidlirasd22 show the execution time on the
two test platforms.

The results show that our analysis, at its highest precision, is very effective in reducing the numbers of both static
and dynamic memory barriers. In three of the benchmarks, nearly all runtime memory barriers are eliminated, and in
another, the number of memory barriers hit is reduced by a large fraction. Using the most precise analysis, all but one
of the benchmarks perform nearly as well as their relaxed consistency versions.

6 Related Work

There is an extensive literature on compiler and runtime optimizations for parallel machines, including automatically
parallelized programs and optimization of data parallel programs, which in their pure form have a sequential se-
mantics. This includes work on concurrency analysis, race detection, pointer analysis, and enforcement of sequential
consistency. This report itself is an extension of previous work in conjunction with Su and Y2h&q.

6.1 Concurrency Analysis and Race Detection

An extensive amount of work on concurrency analysis has been done for both languages with dynamic parallelism
and SPMD programs. Duesterwald and Soffa presented a data flow analysis to comphapgeeed-beforand
happened-afterelation for program statement$d. Their analysis is for detecting races in programs based on the
Ada rendezvous modelt]. Masticola and Ryder developed a more precise non-concurrency analysis for the same
set of programs35]. The results are used for debugging and optimization. Jeremiassen and Eggers developed a static
analysis for barrier synchronization for SPMD programs with non-textual barriers and used the information to reduce
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false sharing on cache-coherent machirg. [Their analysis doesn'’t take advantage of barrier alignment or single-
valued expressions, so it isn't as precise as ours.

Others besides Duesterwald and Soffa and Masticola and Ryder have developed tools for race detection. Flanagan
and Freund presented a static race detection tool for Java based on type inference and ch@cBogdpati and
Rinard developed a type system for Java that guarantees that a program is rat&kffem[s such as Erase4J] and
TRaDe [L5] detect races at runtime instead of statically. Other static and dynamic race detection schemes have also
been developed| 14, 18, 38, 50].

Our work differs from previous work in that we develop an analysis specifically for SPMD programs with textual
barriers. This allows our analysis to be both sound and precise. In addition, our analysis takes advantage of single-
valued expressions, which no previous analysis does.

6.2 Pointer Analysis

The language and type system we presented here are generalizations of those described by Liblit aB8] Atkeay|[
defined a two-level hierarchy and used it to produce a constraint-based analysis that infers locality information about
pointers. Later with Yelick, they extended the language and type system to consider sharing of data, and they defined
another constraint-based analysis to infer sharing properties of poiBtgrs [

Pointer analysis was first described by Anders@indnd later extended by others to parallel programs. Rugina
and Rinard developed a thread-aware alias analysis for the Cilk multithreaded programming laddlistoet s
both flow-sensitive and context-sensitive. Others such as Zhu and Heldiem§@ Hicks P4] have developed flow-
insensitive versions for multithreaded languages. However, none of these analyses consider hierarchical, distributed
machines.

6.3 Sequential Consistency

The memory consistency issue arises in a language with an explicitly parallel semantics and some type of shared
address space. The class of such languages includes Java, UPC, Titanium, and Co-Array Fortran, some of the languages
proposed in the recent HPCS effort, as well as shared memory language extensions such as POSIX Threads and
OpenMP [L3, 37, 39, 53].

Shasha and Snir provided some of the foundational work in enforcing sequential consistency from a compiler level
when they introduced the ideaojfcle detectiopd44]. However, that work was designed for general MIMD parallelism,
limited to straight-line code, and was not designed as a practical static analysis. Midkiff and Padua outlined some of
the implementation techniques that could violate sequential consistency and developed some static analysis ideas,
including a concurrent static single assignment form in a paper by Lee &1hlAs part of the Pensieve project,

Lee and Padua exploited properties of fences and synchronization to reduce the number of delays in cycle detection
[32]. The project also includes a Java compiler that takes a memory model as 4ThuMpre recently, Sura et

al. have shown that cooperating escape, thread structure, and delay set analyses can be used to provide sequential
consistency cheaply in Javad]. Our work differs from theirs in two primary ways: 1) we take advantage of some

of the synchronization paradigms, such as barriers, that exist in SPMD programs, and 2) our machine targets include
distributed memory architectures where the cost of a memory fence is essentially that of a round-trip communication
across the network.

The earliest implementation work on cycle detection was by Krishnamurthy and Yelick for the restricted case of
SPMD programsZ9]. That was done in a simplified subset of the Split-C language and introduced a polynomial time
algorithm for cycle detection in SPMD programs. They also used synchronization analysis to reduce the number of
fences, but their source language did not have the restriction that barriers must match textually and they did not take
advantage of single conditionals. At compile time, they generated two versions of the code, one assuming the barriers
line up and the other one not. At runtime, they switched between the two versions depending on how the barriers were
executed. Our approach does not suffer the same runtime overhead and code bloat that exists in theirs. In addition,
their compiler used only a simple type-based alias analysis.

There has also been work done in the area of reducing the number of fences required to enforce sequential consis-
tency. Liblit, Aiken, and Yelick developed a type system to identify shared data accesses in Titanium pr8gtams [
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and for sequential consistency, they only insert a fence at each shared data access identified. Based on our experimen-
tal results ing5, our technique is a significant improvement over theirs in terms of static fence count, dynamic fence
count, and running time of the generated programs.

7 Conclusion

The global address space abstraction is a powerful programming model for shared memory machines, distributed
memory machines, and hybrid mixtures of the two. Prior work has shown the expressive value of these laBduages [

12, 17] and the performance benefits of being able to directly read and write remote meshdrythis report, we
presented critical program analyses for concurrency and pointers, necessary for detecting many types of program errors
and enabling optimizations.

We introduced a graph representation of parallel programs with textually aligned barriers and two different con-
currency analyses. The first was a basic concurrency analysis that uses barriers and single-valued expressions, and the
second a more complex one that only explores those execution paths across function calls that can occur in practice.
In addition, we presented a pointer analysis for languages with a hierarchical machine model that matches the current
trend for building large-scale systems.

We also implemented two clients of the analyses in a compiler for the Titanium language. In the first, programs
were analyzed at compile-time to report potential data races. The second was to leverage the analyses to minimize
the cost of guaranteeing a sequentially consistent execution of a parallel program. Both clients benefited significantly
from the analyses, with the former reporting far fewer false data races than without them, and the performance of the
latter approaching that of the default relaxed memory model.

The increasing use of software-exposed parallelism will make parallel languages more common, and the kinds of
analysis presented in this report will be critical to performing optimizations and detecting errors. The ability to per-
form such analyses may affect a language designer’s choice of programming model semantics. Simpler programming
models, such as those that prohibit races, use synchronous communication, or ensure a strong memory model, may
be feasible if accurate analyses can be developed to enable optimizations while ensuring a stronger semantics. The
hierarchical nature of machines at the high end is also increasing, and while three levels is the most exposed in any
of the current PGAS languages, we expect that the desire for control over data layout and increasing complexity of
networks are likely to result in more levels of hierarchy in these machines. Our results indicate that providing a simpler
programming model and exposing the memory hierarchy within the language can balance the desire of programmers
for both simplicity and high performance.
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A Concurrency Analysis Details

In this appendix, we provide soundness proofs for the concurrency algorith§islimaddition, we discuss some of
the optimizations our implementation performs in order to reduce the running time of the analyses.

A.1 Soundness

We prove the theorems given §B, and the correctness of the concurrency analyses.

A.1.1 Theorem3.4
In order to prove Theorerd.4, we need to first prove Lemn&6:

Proof (of Lemma3.6). Suppose: andb are never in the same code phase. Then they are always preceded by two
different barriers. Consider arbitrary occurrences @ndb in any program execution in which they both occur. (If
one or both don't occur, then they trivially don’t run concurrently.) Betand B, be the barriers precedingandb,
respectively. Since every thread executes the same set of barriers, /&jthexcedes3, or B, precedes3,. Sincea

occurs afterB,, but before any other barrier, abadccurs after3, but before any other barrier, this implies tlaaand

b are separated by a barrier. Thusndb cannot run concurrently, since a barrier prevents the code before it and after
it from executing concurrently. O

We can now prove Theoref4:
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Proof (of Theorem3.4). Supposex andb can run concurrently. By Lemma6, « andb must be in the same code
phaseS. By Definition 3.5, there must be program flows from the initial barrigs to « andb that do not go through
barriers. There are three cases:

Case 1:There is a program flow from to b in .S. This means the control flow graph of the program must con-
tain a path from the node farto the node fob that does not pass through a barrier. Sigteontains all nodes and
edges of the control flow graph except those corresponding to barriers, it also contains such atpatheachable
from a.

Case 2:There is a program flow frohito a in S. This case is analogous to the one above.

Case 3:There is no program flow either fromto b or from b to a in S. Since there is a flow fronBg to a and
from Bg to b, a andb must be in different branches of a conditiodal Since only one branch of a single conditional
can run,C' must be a non-single conditional in order toandd to run concurrently. Without loss of generality, tet

be in the first branch, arnfdbe in the second. Sin@g is non-single, it cannot contain a barrier, and the end of the first
branch is reachable i@ from o without hitting a barrier. Similarly) is reachable from the beginning of the second
branch without executing a barrier. SinGecontains a cross edge from the first brancl'db the second, this implies
that there is a path fromato b in G that does not pass through a barrier. O

A.1.2 Method Contexts

The feasible paths algorithm §8.3 only visits each method in a single context. The following implies that this, in
addition to visiting each method in no context, is sufficient:

Theorem A.1. Ignoring the effect of the arguments, the set of expressions that may be executed in a call to a method
f is the same regardless of the context in wHichcalled.

Proof (by Induction Over the Function Call Depth).

Base caseThe execution off makes no method calls. Then the callt@an execute at most those expressions that
are contained irf and reachable from its entry regardless of the calling context.

Inductive step:The execution off makes method calls. By the inductive hypoth&seach method call irf can
transitively execute the same expressions independent of the context. In addition, thefcedirt@xecute exactly
those expressions that are contained imnd reachable from its entry. The call fahus can execute the same set of
expressions regardless of context. O

A.1.3 Algorithm 3.8

We prove the correctness of AlgorithBn8, used by the feasible paths analysis.
Theorem A.2. Algorithm 3.8 marks all methods that can complete using any number of stack frames.

Proof. Suppose there are some methods that can complete but that Alg8tBltimes not find. Out of these methods,

let f be the one that can complete with the minimum number of stack framiesorder for f to require; frames

to complete, there must be an execution path thratigiat only calls methods that require at mgst 1 frames to
complete. These methods must all be marked, sfnisehe minimum method that isn’t marked. Lidbe the iteration

in which the last of these methods is marked. Since a method is marked in this iteration, loop 3 will iterate at least
once more. Sinc¢ now has a path in which it only calls marked methofisyill be marked in thgi + 1)th iteration.

This is a contradiction, so Algorith®.8 marks all methods that can complete. O

%In order for induction be be applicable, the function call deptlf imust be finite. It is reasonable to assume that this is always the case, since
in practice, an infinite function call depth is impossible due to finite memory limits.
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A.1.4 Algorithm 3.9

We now prove that Algorithn3.9, which is used by the feasible paths analysis, only follows feasible paths.
Theorem A.3. Algorithm 3.9 does not follow any infeasible paths.

Proof. Consider an arbitrary infeasible pathin order forp to be infeasible, the labels alopgnust form a string in

which an open parenthegis is closed by a hon-matching parenthesisConsider the execution of AlgorithB19on

this path. An open parenthesis is pushed onto the the statlen it is encountered, so before any close parentheses

are encountered, the top of the stack is the most recently opened parenthesis. A close parenthesis causes the top of the
stack to be popped, so in general, the top of the stack is the most recently opened parenthesis that has not yet been
closed. Now consides when the labe) s is reached. The symbg@l, must be on the top of, since)s closes it. But

Algorithm 3.9 checks the top of the stack against the newly encountered label, and since they don’t match, it does not
proceed along. O

A.2 Optimizations
We perform a few optimizations to decrease the running time of our implementation.

e Dynamic method calls As shown in§3.1.1 we rewrite dynamic method calls as conditionals. In order to
maintain correctness, a conditional branch must be added for each possible target of the call. Our implementation
uses pointer analysis to determine the possible targets, reducing the number of required branches.

e Private data: Private data can only be accessed by the thread that created them. Since a race condition re-
quires simultaneous access by multiple threads, accesses to private data cannot occur in a race condition. Our
implementation ignores all such accesses.

e Graph compaction: The control flow graph contains many nodes that are irrelevant to our analysis. Since our
concurrency analyses are quadratic in the number of graph nodes, it is beneficial to remove these nodes before
the analysis. Our experiments show that on average, about 95% of nodes can be removed.

B Pointer Analysis Details

In this appendix, we elaborate on the pointer analysigliwe provide the operational semantics Toand prove the
soundness of the most complicated inference rulgti.4 In addition, we discuss some implementation details of
the analysis and some more applications that can benefit from it.

B.1 Concrete Operational Semantics

In this section we present the sequential operational semanficsfe ignore concurrency in defining the semantics,
since it is not essential to our flow-insensitive analysis.

Judgments in our operational semantics have the ferm, o) |} (v, o), which means that expressiexecuted
on machinem in a global stater evaluates to the value and results in the new staté. As in §4.2.4 we use the
notationo[g := v] to denote the functiodz. if z = g then v else o(x).

The rules for integer and variable expressions are trivial.

(n,m,o) | (n,o) (x,m,0) | (o(x),0)

For allocations, we introduce a specialll value to represent uninitialized pointers. The result of an allocation is an
address on the local machine that is guaranteed to not already be in use.

(a is fresh ornm)

(new; T,m, o) | ((I,m,a),c[(l,m,a) == null])
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The rule for dereferencing is simple, except that it is illegal to derefereneélgointer.

(e,;m,0) | {(g,0") g # null
(xe,m, o) | (o'(g),0")
The rule for variable assignment is also simple.

{e,m,0) I (v,0")

(x :=e,m,o) || (v,0'[x :=])

The rule for assignment through a reference is the combination of a dereference and a normal assignment.

<€1,m70'> ‘U’ <g;01> <€2,m70']_> ‘U’ <U702> g # null

(e1 — ea,m,0) | (v, 03[9 :=])

The rule for sequencing is as expected.

<61,m70> U <Ul,01> <€27m,01> U <U270’2>

<€1; €2,M, 0> ‘U’ <1)2a 02>

The type conversion expression makes use ofitlae function, which returns the hierarchical distance between two
machines. The conversion is only allowed if that distance is no more than the target type.

(e;m.0) I (g = (Lom',a), ") hier(m,m’) <n

(convert(e,n), m,o) | (g,0")

In thetransmit  operation, the expression is evaluated on the given machine.

(ea,m,0) || (n,02) neM {e1,n,o9) (v,01)
(transmit e; fromeq,m, o) | (v,01)

B.2 Soundness

Most of the abstract inference rules are derived directly from the operational semantics, so their correctness is obvious.
The rule for assignment through a reference, however, is nontrivial, so we prove its soundness here.

Let a]” represent the abstract locatiepwith respect to maching:. Let n™ represent a width with respect to
m.

Consider an assignmeat < es. Let m be the reference machine for the analysis. Without loss of generality,
assume that; evaluates to the lone abstract locatidh = (I;,n}"), and thak, evaluates ta3* = (I3, n5"). Consider
the execution of this assignment on the following machines:

e On machinesn’ such thathier(m,m’) < nf*. This implies that thén]* — 1)th ancestor of each’ in the
machine hierarchy is the same as thatofAs a result, abstract locations of width at leagtare the same with
respect to bothn andm/’. In particular,agnl = a'*, so the assignment on any machine can target any concrete
location inaf™.

Now suppose* < n". Then thez"" are not equivalent. However, note thgt contains the concrete locations
(Iz,m’,a) for anya. Considering the assignment on all machin€sthe concrete locations uf* can receive
any of the source concrete locatidis, m’, «) for all m’ anda. This set of source locations corresponds exactly
to the abstract locatios); = (I3, n{").

Suppose instead thaf* > n’". Then the machines’ all agree on the setj” = a}". Thus, regardless of which
machine the assignment is executed on, the source locations correspond exgEtly to

In either case, any of the concrete locations correspondingy tcan now point to any of the concrete locations
corresponding tal} = (l2, maz(ni*,ng")). To capture this in the abstract inferene&, must be added to
the points-to set o&i]*. For consistencyy’’ must also be added to the points-to set of any abstract location
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ayr T af*, since any of the concrete locations correspondingjtacan point to any of the concrete locations
corresponding ta?;.

Thus, the abstract locatiat}} = (I2, max(n}*, n5*)) must be added to the points-to set of affy = (I1,n7})
such that]} < ni".

e On a machinen/, wherehier(m, m’) > n7". The set of concrete locations corresponding’fo all reside on
machines a distance of} = hier(m,m’) away from machinen. Thus,a]* C a7, wherea?) = (I1,n}7).

Now supposey® < n’?. Then all the concrete locations corresponding4o reside at a distance af? from
machinem, so thata}* C aj}, wherea}} = (I, n7?). Thus, the source locations can be soundly approximated
by aZ}.

Suppose instead thaf* > n’?. Thenm andm’ agree om;”’ = af", so the source locations correspond.fo.

In either case, some of the concrete locations correspondiafj tan now point to some of the concrete lo-
cations corresponding @} = (l2, maz(nyr,n5")). Soundness can be maintained, though precision lost, if the

analysis assumes that any concrete location correspondirfg ¢an point to any concrete location correspond-
ing toal}. Thus,as; should be added to the points-to setf.

Now consider an abstract locatiait, = (I1,n}}, ), whereny), < n};. All concrete locations represented &y,
reside less than a distance:df; away fromm. Since all concrete locations correspondingzyb' reside at a
distance of2? from m, the abstract locationg’, andaf* do not intersect. Thus, none of the concrete locations
in af’}, are targeted by the assignment, so its points-to set does not need to be updated.

Thus, the abstract locatiaty = (I3, max(n]}, n5")) must be added to the points-to set of eath= (/;,n7})
such that} > nf*.

Summarizing over all possibilities, we obtain the rule that the abstract locafios: (I, max(nyr, nj*,n5")) must
be added to the points-to set of a#i§f = (/;, n]?). This corresponds exactly to the update rule providei#ia.4

B.3 Implementation

We have implemented a prototype of the pointer analysis in the Titanium compiler. For evaluation purposes, we
implemented three variants of the analysis, with one, two, and three levels of hierarchy. The single-level analysis
combines all three levels and cannot be used for either locality or sharing inference. In two-level analysis, level 1
remains separate while levels 2 and 3 are combined. Level 1 must be separate in order to perform sharing analysis,
and this separation still allows locality inference, though with less precision than combining levels 1 and 2. Finally,
the three-level analysis separates all three levels, providing the most precise results.

B.3.1 Titanium Features
TheTi language is much simpler than Titanium, and certain Titanium features require special treatment:
e types Objects in Titanium have types, so the corresponding abstract locations are also typed.
¢ fields: Objects can have multiple fields, so an abstract location must have points-to sets for each of its fields.

e arrays: Arrays can have multiple entries. For simplicity, the analysis makes no attempt to distinguish between
the different entries of an array.

e method calls Methods may have parameters, return values, ahia value. The analysis considers each of
these to be variables, and the result of a method call is the set of abstract locations corresponding to its return
variable.

e dynamic dispatcht A method call on an object may dispatch to different targets at runtime. The analysis can
compute a conservative but precise estimate of the possible dispatch targets by examining the types of the
abstract locations corresponding to the source object.
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e native code Native methods are handled conservatively for the most part. However, the analysis assumes that
a native method does not violate type safety, and that it does not modify the fields of an object in certain ways.
Native library methods are treated specially by the analysis if they violate these assumptions.

B.3.2 Optimizations

A handful of optimizations were applied to the pointer analysis, focusing on increasing functionality over efficiency.
Execution time can likely be improved drastically by using binary decision diagraghs [

B.3.2.1 Reachability

Titanium is to a large extent backwards compatible with Java, providing most of its language features and much of its
library. The typical Titanium program uses only a small portion of the Java library, so analyzing the entire library is
unnecessary. The pointer analysis implementation only analyzes those methods that are reachable from the program
entry point and static initializers. It does so by markingi&n() method and static initializers reachable, and the

rest of the methods unreachable. When the analysis encounters a call to an unreachable method, it makes the method
reachable and proceeds to analyze it. This is continued until a fixed point is reached.

B.3.2.2 Lazy Creation of Abstract Locations

Theoretically, the pointer analysis requités i abstract locations, wheté is the number of allocation sites ahds

the number of levels in the analysis. However, if a particular thread-local abstract location is never leaked beyond its
creator thread, the analysis never uses the wider versions of the location. The implementation takes advantage of this
fact by only creating the wider counterparts on demand if the thread-local version is leaked.

B.3.3 Performance

Though our implementation is not as optimized as possible, its performance still demonstrates some interesting results.
As expected, the reachability optimization is very effective, decreasing execution time by an average of almost 70%.
The performance difference between one, two, and three levels of hierarchy is nonexistent, with all three averaging
0.85 seconds on a test benchmark when run on a 2.4GHz Pentium 4. This validates our decision to allow an arbitrary
number of levels in the analysis, since execution time would increase linearly with the number of levels if a two-level
analysis was used multiple times instead.

B.4 Applications

The pointer information computed §4.2 can be applied to multiple analyses and optimizations for parallel programs.
We show how to apply it to two clients, locality inference and sharing inference.

B.4.1 Locality Inference

Pointer information can be used to infer an upper bound on the width of a particular reference or expression. All
referents of an expression must be contained within its width, so if an expressfaeference type evaluates to the
abstract sef, an upper bound on its width is:

Wypy = maz{n | (l,n) € S}

A reference idocal if it can only be to the same physical address space as the source thread. In the two-level pointer
analysis, a reference is local if its width is bounded from above by 1, while in the three-level analysis, it is local if its
width is bounded by 2.
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B.4.2 Sharing Inference

An object in a parallel program igrivate if it is never leaked beyond its source thread. A reference is private if it

can only refer to private objects. As described3.2 if an abstract location can be leaked, our pointer analysis
implementation creates wide versions of it. Thus, an abstract location must be private if it has no wide counterparts,
and a variable or expression is private if it evaluates to an abstract set that only contains private locations. Note that
this inference is independent of the number of levels in the analysis hierarchy, as long as level 1 is separate from the
rest of the levels in the analysis.
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